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We present a fast, accurate, and precise eye-tracking method that is based
on single-shot deflectometry. Our approach estimates the gaze direction from a
dense 3D reconstruction of the eye surface, including both the cornea and the
sclera. The gaze estimation error is below 0.25◦.

1 Introduction

A robust, fast and accurate solution to eye-tracking
benefits a wide range of applications, ranging from
psychology and neuroscience research, to Virtual
Reality (VR). Current solutions to eye tracking can
be categorized into two groups: “image-based meth-
ods” and “reflection-based methods”. The first group
estimates the gaze by utilizing 2D features detected
from 2D eye images, which only requires a camera
and (IR) flood illumination of the eye. However, the
low density of detected eye features limits the accu-
racy of gaze direction estimation to a few degrees.
“Reflection-based methods” observe the sparse re-
flections of a few point light sources over the eye
surface. Current so-called “glint tracking” methods
sample the eye surface at ∼10 point source reflec-
tions. State-of-the-art reflection-based methods can
reach around 1◦ accuracy, which makes them the
preferred solution for current commercial eye track-
ers [1]. However, the sparsity of the captured reflec-
tion points still limits the performance of respective
methods.
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Fig. 1 Schematic of our single-shot Deflectometry-based
eye-tracking approach

In [2, 3] we introduced a solution to eye tracking
that performs a high-quality 3D measurement of the

eye surface via deflectometry, and eventually esti-
mates the gaze direction from the dense acquired
surface normal and depth data. In our experiments,
we can easily sample the eye surface at 3300× more
points than the state-of-the-art glint-tracking meth-
ods, which results in higher gaze estimation accu-
racy. In the following, we introduce our single-shot
stereo deflectometry eye-tracking approach and our
latest experimental evaluations.

2 Methods

Deflectometry is a well-established metrology prin-
ciple to measure specular object surfaces with high
accuracy [4]: The reflection of a screen with a known
pattern is observed over the specular object surface
with a camera. By analyzing the deformation of the
pattern in the camera image, the corresponding pix-
els between screen and camera can be calculated.
The inherent height-normal ambiguity problem can
be solved via stereo deflectometry [4] (see Fig. 1).

Classical (stereo) deflectometry uses sinusoidal pat-
terns paired with a four-phase-shifting method to ob-
tain the correspondence between the screen and the
camera [4]. However, this procedure requires to cap-
ture at least eight sequential camera images which
makes a dynamic measurement of fast moving hu-
man eyes impossible. To enable the fastest possible
acquisition, we implement a single-shot deflectome-
try approach by displaying a single cross sinusoidal
pattern (see Fig. 1) and retrieving the correspon-
dences (phase map) via the 2D continuous wavelet
transform approach introduced in [5]. In conventional
stereo deflectometry, the measurable surface area
is limited by the overlap of the FoVs of both cam-
eras. To enlarge the effective measuring area, we
only use stereo deflectometry to measure a few "an-
chor points" in the overlap region and employ iter-
ative surface integration methods [6] to reconstruct
the whole measuring area of each camera. This de-
livers an accurate 3D coordinate and surface normal
in each point of the measurement area (see Fig. 3).

Eventually, we estimate the gaze direction as fol-
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lows: by relying on the realistic assumption that
cornea and sclera of the human eye can be ap-
proximated as two spheres with different radii, we
can back-trace the recovered surface normals from
cornea and sclera towards the center of the eye,
which delivers the centers of cornea and sclera. The
gaze vector is then estimated by simply connecting
the two retrieved center points (see Fig. 3). We refer
to [3] for more details.
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Fig. 2 Prototype setup and sample image

3 Experiments and Results

Our eye-tracking prototype setup consists only of off-
the-shelf devices (see Fig. 2a). We use an iPhone
13 pro as display (1170 × 2532 pixels), and two ma-
chine vision cameras (FLIR fl3-u3-13s2c). The en-
tire system is calibrated with our easy and flexible
calibration method [3]. To eliminate different sources
of "third-party errors" connected with the quantita-
tive gaze estimation of real human eyes, we conduct
repeatable experiments with a realistic eye model
mounted on a high precision rotation stage (Fig. 2a).
Figure 2b shows a sample image captured with our
setup. The reflected pattern covers both the cornea
and the sclera region. The evaluation result is shown
in Fig. 3. The blue arrows are back-traced surface
normals and the white arrow is estimated gaze. The
result is overlayed with the original eye image for dis-
play purposes.

For a quantitative evaluation of our method, we ro-
tate the eye model to 5 different agles a (−4◦, −2◦,
0◦, 2◦, and 4◦) and calculate the respective gaze an-
gle θa. Since the absolute gaze angle is unknown,
we always calculate the relative gaze angle with re-
spect to the "default" rotation angle 0◦ and com-
pare the result with the “ground truth” (the angle
we rotated the eye model). At each rotation posi-
tion a, we perform 20 measurements, while the eye
model is always moved/rotated from another posi-
tion before a measurement is taken. Eventually, we
evaluate the mean relative error ϵ0◦ at each rota-
tion position a w.r.t. the 0◦ "default" position: ϵ0◦ =
||θ̄a− ¯θ0◦ |−|a−0◦||. The results are shown in Tab. 1.
It can be seen that ϵ0◦ is below 0.25◦ for all mea-
surements, which is a significant improvement over
the current state-of-the-art. We direct the reader to
[3] for more information.

Besides the discussed stereo deflectometry ap-

proach, we have also introduced an optimization-
based approach that uses inverse rendering to es-
timate the gaze at this year’s DGaO [7, 8].
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Fig. 3 Reconstructed eye surface and estimated gaze

Position a -4◦ -2◦ 0◦ 2◦ 4◦

Precision σa 0.08◦ 0.06◦ 0.04◦ 0.07◦ 0.02◦

Mean error ϵ0◦ 0.14◦ 0.25◦ 0◦ 0.13◦ 0.12◦

Tab. 1 Estimated gaze precision and mean relative error
evaluation
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